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Abstract

We report on a measurement of the ratio of b-quark production
cross section in pp collisions at /s = 630 GeV and /s = 1800 GeV
collected by the Collider Detector at Fermilab. Results are compared
to the predictions of next-to-leading order QCD calculations.

Next-to-leading-order (NLO) QCD has been applied to describe the pro-
duction of heavy quarks in pp interactions[l, 2]. Although the theory can
make precise descriptions of the shapes of single and double differential cross
sections, the absolute normalization is not well-determined due to large un-
certainties in the b-quark mass, the QCD factorization and renormalization
scales, and the value of Agcp. Measurements of single b production as a
function of momentum from CDF at /s = 1800 GeV [3] and from UAL at
/s = 630 GeV [4, 5] show good agreement with NLO QCD up to this choice
of scale[6]. Although the renormalization scale is subject to large experimen-
tal uncertainties, the choice of scale should be insensitive to the energy of
the incident hadrons, and the ratio of the production cross sections at the
two beam energies as a function of & momentum should be insensitive to
the scale. Because there are large systematic uncertainties in making com-
parisons between measurements from the two detectors and from different
experimental signatures, we seek to measure the relative b production as a
function of beam energy using a common signature in one experiment and
compare to the predictions of NLO QCD.



Two properties of b hadron decays yield important experimental signa-
tures: a large branching ratio of semileptonic decays and a long lifetime.
Leptons are readily identified in an experimental trigger. However, inclu-
sive lepton samples also include large backgrounds. Associating the lepton
with a reconstructed secondary vertex significantly suppresses backgrounds
and yields a highly enriched sample of B events. Furthermore, those events
with vertices found opposite the B-candidate momentum provide a natural
measure of the residual background in the forward displaced events.

This paper describes a measurement of the energy dependence of b pro-
duction using events containing muons associated with secondary vertices in
a sample of 1.89 £ 0.06 pb™* of pp collisions at /s = 1800 GeV collected
with the CDF detector in early 1993 and and a sample of 0.46 £ 0.04 pb~! at
/s = 630 GeV collected in December 1995. The CDF detector is described
in detail elsewhere[7]. We describe briefly below the detector subsystems
crucial to the reconstruction of B decays: the Silicon Vertex detector (SVX),
the Central Tracking Chamber (CTC), the muon detectors, and the muon
trigger. The SVX is a four-layer silicon microstrip detector. The strips run
parallel to the beam axis (z) and have a pitch of 60 pm in the inner three
layers and 55 pm in the outermost layer. The detector covers the range
|z| < 30 cm, where z is measured from the center of the detector. The spa-
tial resolution of the device is 13 pm with an impact parameter resolution
of (13+40/pz) pm, where p; is the component of a particle’s momentum
transverse to the beam axis measured in GeV/c. The transverse profile of
the beam is approximately circular with an r.m.s. width of approximately
40 pm. The longitudinal r.m.s. length of the luminous region within the
CDF detector is about 30 cm. The CTC[8] is an 84-layer open-cell drift
chamber. It contains five 12-layer superlayers of axial wires and four inter-
leaved 6-layer superlayers with £3° stereo angle. The momentum resolution

of the combined CTC-SVX system is épy/pr = \/(0.0009pT)2 + (0.0066)2,

where py is measured in GeV/c.

Two sets of detectors are used to identify high-momentum muons. The
Central Muon system (CMU) includes four layers of drift chambers forming
a cylinder outside the central calorimeter. The calorimeter includes about 4
interaction lengths of material. The CMU covers the pseudorapidity range
In| < 0.6 and 85% of azimuth, where n = — In(tan g) and @ is the polar angle
relative to the proton beam. Four layers of central muon upgrade (CMP) drift
chambers lie in four planes around the central detector behind an additional
60 cm of steel and cover approximately 65% of the solid angle of the CMU



system. The combined efficiency for muons in the geometric acceptance of
the detector is > 95%. Identification of muons requires matching charged
particle tracks found in the CTC to track segments reconstructed in the drift
tubes of both muon systems.

CDF employs a three level triggering scheme. Muons are identified at
the first level by coincidences between radially aligned wires in both muon
detectors. The temporal separation of the hits in two layers of CMU is re-
quired to be consistent with a muon of p, > 5 GeV/c. If the first level of
trigger is satisfied, detector input is disabled while the second level of the
trigger evaluates the event. Muon events are required to have at least one of
the first level coincidences matched to a track found by the CFT online track
processor[9]. Events that pass the second level requirements are digitized
and passed to the Level 3 CPU farm that performs a software reconstruc-
tion analysis. Events that contain a high-momentum reconstructed muon
candidate are included in a muon data sample for further analysis. Muon
candidates are required to have a CTC track projecting to a track segment
in the muon chambers within 3 standard deviations of the prediction in the
azimuthal view in both muon detectors and within 4 standard deviations in
z view in the CMU system.

In events with muon candidates with p; > 6.2 GeV /¢, we find the highest-
pr track in a cone of R? = (An)? + (A¢)? < 1.0 around the muon such that
the mass of the combination is less than 5.3 GeV/c?, consistent with two
particles from a single b-hadron decay, where the second particle is assigned
the pion mass. Because fragmentation particles tend to be soft, we require
the second particle to have p;, > 1GeV /c. To reject background events from
charm-particle decays, we require that the mass of the combination be greater
than 1.5GeV/c. We constrain the two tracks to a common decay vertex,
and require the x? probability of the ﬁt to be greater than 1%. We deﬁne
the transverse decay length L., = d pT , Where d is the displacement of the
decay vertex from the beamline, and p pT is the unit vector of the transverse
momentum of the p-track combination. To reject muons from pion and
kaon decays, we require L,, < 2cm. Background events in which tracks are
randomly associated will equally populate positive and negative regions of
L,,. So the number of b candidates is the number of events with positive L,
less the number with negative L,, in each of the two samples. Because there
are still large backgrounds from prompt events, to limit the effect of large
subtractions, we restrict the signal region to Ly, > 0.25mm and estimate
the background from the number of events with L,, < —0.25mm. This cut



also eliminates the need to correct for b events in which L, is found to be
negative as a result of limited position resolution. We find 305 (141) events
in the signal (background) region in the 630 GeV sample and 11679 (6062) in
the 1800 GeV sample for net yields of 164 + 21 and 5617 4+ 133, respectively.

Figures 1 and 2 show the L, distributions in the two data samples.

In order to determine the ratio of cross sections we must correct for the
different acceptance for b events at the two energies. The difference in ac-
ceptance arises from two sources. First, because the Tevatron operating con-
ditions were different at the two energies, the r.m.s. length of the luminous
region was different in the two running periods, giving different acceptances
for charged particle tracks to be observed in the SVX. Secondly, NLO QCD
predicts that the b momentum spectrum is more steeply falling with momen-
tum at 630 GeV than at 1800 GeV, giving different acceptances to the kine-
matic cuts in the analysis. We determine the relative acceptance using Monte
Carlo simulation of one million semileptonic b-hadron decays at each energy.
We generate events with single b quarks with momentum p, > 9.5GeV/c
and rapidity |ys| < 1 according to NLO QCD using the MRSA’ [10] parton
distributions (A4 = 231 MeV), a b-quark mass mp = 4.75 GeV/c?, and renor-
malization scale p = po where p2 = m2 + p,%. b quarks are fragmented using
the Peterson parameterization with e = 0.006 [11, 12] and relative popula-
tions of Bt:B%:B,:A,=0.375:0.375:0.150:0.100. Hadron decays are simulated
with the CLEO Monte Carlo program|[13]. We find the relative acceptance
to be Agzo/A1800 = 0.62 £ 0.04. Thus the ratio of cross sections is

op(pr > 9.5, |ys] < 1,4/s = 630GeV)
op(pr > 9.5, lys] < 1,4/s = 1800 GeV)

where the uncertainties are statistical and systematic respectively. The sys-

= 0.193 £ 0.025 £ 0.023

tematic uncertainty is dominated by the uncertainty in the integrated lumi-
nosity at 630 GeV. The theoretical prediction for the ratio of cross sections is
0.189 4+ 0.012 using MRSA’ parton distributions where for the central value
we use p = po and my = 4.75GeV/c? and the error is derived varying u
between 2po and po/2 and my between 4.5 and 5.0 GeV/c?. The minimum
b-quark p; is determined from Monte Carlo simulations where it is found that
99% of b events with a muon of p; > 6.2 GeV/c and another charged particle
of pr > 1GeV/c descend from a b quark with a pr of at least 9.5 GeV/c.
Figure 3 shows the measured ratio and with the theoretical predictions as a
function of minimum b momentum.

In ISAJET [14] Monte Carlo simulations, we have looked for possible
sources of displaced secondary vertices other than single b quarks. We find
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CDF Preliminary — 630 GeV Data (463 nb™")
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Figure 1: Transverse flight distance between the p-track vertex and the pri-
mary vertex in 630 GeV data. The points show the number of b candidates
determined from the excess of events in each positive flight-distance bin com-
pared to the corresponding negative flight-distance bin.



CDF Preliminary — 1800 GeV Data (1890 nb™")
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Figure 2: Transverse flight distance between the p-track vertex and the pri-
mary vertex in 1800 GeV data. The points show the number of b candidates
determined from the excess of events in each positive flight-distance bin com-
pared to the corresponding negative flight-distance bin.
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Figure 3: Theoretical predictions using MRSA' parton distribution functions
on the ratio of b quark cross sections (integrated above a minimum pr) at
630 GeV to 1800 GeV. The solid line is for choice of scale po and a b mass
of 4.75 GeV; the dashed lines show the theoretical variation with scale and
b mass. The data point is this measurement. Uncertainties are combined
statistical and systematic.



that the acceptance to b quarks created via a “gluon splitting” mechanism
is consistent with the acceptance in our single-b simulation. Further, we
find that the 90% upper limit on the acceptance to c¢ pairs created either
directly or via gluon splitting is 5% of the acceptance to b quarks. Also, as
a check that the observed events are consistent with coming entirely from B
decays, we fit the background-subtracted L,, distributions to an exponential
and compare with the NLO QCD Monte Carlo simulations. We find an
effective decay length of 1.57 +0.07 mm compared with an expected value of
1.49 + 0.04 mm in the 1800 GeV sample and 1.50 + 0.24 mm compared with
1.34 + 0.04 in the 630 GeV sample.

Finally, we use the measured cross section ratio to determine the total
b quark cross section at 630 GeV for p, > 9.5GeV /c. The b-quark cross
section for /s = 1800 GeV, pr > 9.5GeV/c and |yp| < 1 is determined by
logarithmic interpolation of the two nearest points measured by CDF in the
b—J /X channel [15] to be 3.81+0.36 ub. UA1 b cross section measurements
at 630 GeV are quoted for the rapidity interval |yp| < 1.5, so to make a direct
comparison, we multiply this cross section by the measured ratio and by a
correction factor of 1.37 for different rapidity range determined from NLO
QCD using the central values of p and mg, yielding

op(pr > 9.5, lys| < 1.5,4/5s = 630GeV) = 1.01 £0.12 4 0.18 b

where the uncertainties are statistical and systematic. Figure 4 shows this
result and the UA1 measurements [4, 5] compared to the prediction of NLO
QCD with the MRSA’ parton distributions for y = po and my = 4.75 GeV /%
We also include the prediction using the older DFLM parton distributions
[16] which were used for the comparison to theoretical predictions in the UA1
papers. Although, the CDF measurement does lie somewhat above UA1
points, the experimental results are consistently higher than the prediction
using the MRSA’ parton distributions using the central values of u and my
as is the case in the 1800 GeV cross section measurements|3].
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Figure 4: The CDF measurement of b-quark cross section at 630 GeV derived
from measured ratio and cross sections measured in the b—J/% X channel [15]
is shown by the solid square. Open squares show the UA1 measurements from
[4] and [5]. The solid curve is the theoretical prediction of the b quark cross
section integrated above a minimum p, using MRSA’ parton distributions for
choice of scale po and a b mass of 4.75 GeV /c?. The dashed curve shows the

prediction using the DFLM parton distributions. Uncertainties are combined
statistical and systematic.
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